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IARC Monographs: a comprehensive global programme 
of cancer hazard identification

Since 1971, >1400 scientists 
from 59 countries have 

participated in Monographs
meetings

Chemicals · physical & biological 
agents · pharmaceuticals · metals ·

particles · fibres · complex mixtures ·
occupational circumstances



IARC Monographs on cancer hazard identification

Identify 
relevant 

information
Step 1

Screen,  
select & 
organize 
studies

Step 2
Evaluate 

study 
quality

Step 3 Report study 
characteristicsStep 4

Synthesize 
evidence 

overall 
evaluations

Step 5

Preamble to the IARC Monographs (amended January 2019): 
https://monographs.iarc.who.int/wp-content/uploads/2019/07/Preamble-2019.pdf



IARC Secretariat
Scientists who coordinate 

all aspects of the 
evaluation and guide 

adherence to the 
Preamble

Working Group 
Independent expert 
scientists without 

conflicts of interest
Review science and 
develop evaluations

Invited Specialists
Scientists with relevant 

knowledge but a competing 
interest

Representatives of 
governments and health 

agencies

Observers
Scientists who may have a 

competing interest:  observe 
but do not influence outcomes 

Attend meetings but do not 
draft text or contribute to 

evaluations

Who does the Monographs evaluations?

Preamble to the IARC Monographs (amended January 2019): 
https://monographs.iarc.fr/wp-content/uploads/2019/01/Preamble-2019.pdf



What evidence is considered?

Overall 
evaluation

Cancer in 
humans

Cancer in 
animals

Mechanistic 
evidence

Exposure in 
humans 

Preamble to the IARC Monographs (amended January 2019): 
https://monographs.iarc.fr/wp-content/uploads/2019/01/Preamble-2019.pdf



Cancer in
humans

— Preamble Part B, Section 6(a)

Cancer in
experimental animals Mechanistic evidence

How is evidence evaluated?

Sufficient

• Causal 
relationship 
has been 
established

• Chance, bias, 
confounding 
could be 
ruled out 
with 
reasonable 
confidence

Limited

• Causal 
interpretation 
is credible

• Chance, bias, 
confounding 
could not be 
ruled out 
with 
reasonable 
confidence

Inadequate

• Studies 
permit no 
conclusion 
about a causal 
association, 
or

• No data were 
available

ESLC

• High-quality 
studies 
covering the 
full range of 
exposure are 
consistent in 
not showing a 
positive 
association at 
any level of 
exposure



Overall evidence classification
Evidence of Cancer in 

Humans
Evidence of Cancer in 
Experimental Animals Mechanistic Evidence Evaluation

Sufficient Carcinogenic 
(Group 1)Sufficient Strong (exposed humans)

Limited Sufficient
Probably 
carcinogenic
(Group 2A)

Limited Strong

Sufficient Strong (human cells or 
tissues)

Strong (mechanistic class)
Limited Possibly 

carcinogenic 
(Group 2B)

Sufficient

Strong

Sufficient Strong (does not operate in 
humans) Not classifiable 

(Group 3)
All other situations not listed above

Sufficient for cancer in 
humans



Overall evidence classification

Evidence of
Cancer in Humans

Evidence of 
Cancer in 

Experimental 
Animals

Mechanistic Evidence Evaluation

Sufficient Carcinogenic 
(Group 1)Sufficient Strong (exposed humans)

Limited Sufficient
Probably 
carcinogenic
(Group 2A)

Limited Strong

Sufficient Strong (human cells or 
tissues)

Strong (mechanistic class)
Limited Possibly 

carcinogenic 
(Group 2B)

Sufficient

Strong

Sufficient Strong (does not operate 
in humans) Not classifiable 

(Group 3)
All other situations not listed above

Limited cancer in humans + 
either (or both) Sufficient

cancer in animals or Strong
mechanistic evidence



Study quality
• Quality of exposure and cancer 

outcome assessment 
• Potential selection bias
• Adequate consideration of 

confounding
• Quality of data collection 

methods
• Appropriateness of statistical 

analysis methods

Consideration of study quality and informativeness

Study informativeness
• Ability to detect presence of a 

true association, or absence of a 
null association

• Goes beyond study power, to 
consider, e.g.: 

• Presence of exposure contrast 
• Adequacy of latency 
• Exposure to target organ



An adaptation of Bradford Hill viewpoints
• Strength of association (but weak 

associations may be causal)
• Consistency of association, accounting for 

study quality and informativeness
• Presence of exposure-response
• Temporality of association
• Biological plausibility

Described in Monographs Preamble

Synthesizing body of human cancer evidence



Challenges in evidence synthesis for hazard identification

Questions posed by recent Working Groups during deliberations:

• Could selection bias caused by differential participation rates of cases 
and controls completely explain the OR of 2.0 in this key study of night 
shift work?

• Is confounding by co-exposure to arsenic likely to explain the excess 
lung cancer seen for antimony among smelter workers?

• Could smoking confounding completely explain the elevated risk of 
bladder cancer in these key studies of opium consumption?

• What is the relative importance of non-differential measurement error 
vs recall bias in studies of mobile phone radiation or red meat?



• Consideration of the roles of 
confounding and bias is essential to 
Monographs evaluations 

*but*
• Minimal guidance on methods to 

formally evaluate direction and 
magnitude of biases in context of 
cancer hazard identification

• Recent (problematic) focus on 
algorithmic scoring approaches

Challenges in evidence synthesis for hazard identification



Examples carried through the publication

RF-EMF Night shift 
work

Red meat Opium 
consumption



• IARC Monographs Vol. 100
• ~100 Group 1 agents re-evaluated by 

different Working Groups
• Nearly all were re-affirmed as Group 1 

(one HPV type  Group 2A)
• For many, evidence had strengthened 

since previous evaluation

• Broad concordance with evaluations 
by other hazard identification 
programs using different 
approaches

Are expert judgments robust?



Are expert judgments robust?

• What about agents with inadequate evidence in 
humans?

• In 1985, a workshop discussed interpretations of 
“negative evidence” in human studies for 10 agents 
with sufficient evidence from cancer bioassays

• For most agents, they concluded evidence likely to 
remain inadequate or ESLC

• In subsequent years, 3/10 agents had sufficient and 
4/10 had limited evidence in humans

• Improvements in epidemiologic study number, 
quality, and informativeness were key to these 
changes



Fig. 1.5 in Bias Assessment in Case-
Control and Cohort Studies for Hazard 
Identification. IARC Scientific Publication 
No. 171: Statistical Methods in Cancer 
Research Volume V. 



Thank you for your attention!

Funding for this work:
• International Agency for Research on Cancer
• National Cancer Institute, Division of Cancer Epidemiology and Genetics
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Introduction

 Understanding factors that prevent observed associations 
from reflecting true causal effects

 Using causal directed acyclic graphs (DAGs) to identify 
sources of bias

 Essential for evaluating epidemiological evidence
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What are DAGs?

 Graphical tools representing causal relationships between 
variables

 Components:
 Nodes (variables)
 Directed edges 

(arrows showing causation)
 Must be acyclic (no feedback loops)
 Help communicate and 

analyze potential sources of bias
 Make assumptions explicit 

and testable
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Basic Structures in DAGs
 Chains: A → B → C

 Represents direct and indirect causal 
effects

 Example: Red meat → BMI → Colorectal 
cancer

 Forks: A ← B → C
 Creates confounding
 Example: Red meat ← Family history → 

Colorectal cancer
 Colliders: A → B ← C

 No association between A and C unless 
conditioned on B

 Example: Red meat → Hospitalization ← 
Colorectal cancer
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Confounding

 Occurs when exposure and outcome share common causes
 Represented by fork structures in DAGs
 Key characteristics:

 Creates non-causal associations
 Can be controlled through proper 

adjustment
 Must be identified to get valid causal 

estimates
 Example: Family history affecting both red meat consumption and 

colorectal cancer risk
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Selection Bias

 Occurs when selection into study related exposure and outcome
 Can happen through:

 Study recruitment
 Loss to follow-up
 Missing data
 Analytic choices

 Often represented 
as conditioning on 
colliders

 Can create artificial 
associations
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Information Bias

 Types of measurement error:
 Non-differential: Error independent of other 

variables
 Differential: Error depends on other variables
 Independent: Errors uncorrelated between variables
 Dependent: Errors correlated between variables

 Impact:
 Can bias results toward or away from null
 Direction and magnitude vary by type
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Using DAGs to Identify Bias

 Steps:
 List all relevant variables
 Draw arrows representing causal relationships
 Identify backdoor paths
 Determine necessary adjustment sets
 Assess potential for selection/information bias

 Tools:
 DAGitty (online tool)
 Causal Fusion platform
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Signed DAGs

 Add +/- signs to arrows to indicate direction of effects
 Help determine likely direction of bias
 Useful for:

 Assessing whether confounding could explain observed associations
 Understanding impact of unmeasured confounders
 Limited to monotonic effects
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Multiple Sources of Bias

 Biases can interact:
 Additive effects
 Canceling effects
 Multiplicative effects

 DAGs help identify but not quantify combined impact
 May need multiple DAGs to represent different assumptions
 Important to consider study-specific contexts
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Key Takeaways

 DAGs make causal assumptions explicit
 Help identify necessary adjustments
 Reveal potential sources of bias
 Guide study design and analysis
 Support evidence synthesis

 Limitations:
 Cannot show magnitude of bias
 May oversimplify complex relationships
 Require subject matter expertise



Confounding: a routine concern in the 
interpretation of epidemiological studies 

David B. Richardson

University of California, Irvine





Can we reasonably rule out confounding as an 
explanation for an observed exposure–cancer 
association?

Study design

Study setting and restrictions

Covariate adjustment

Uncontrolled confounding Controlled confounding

Discussion of limitations

Established causes of outcomes

Confounder-Exposure association

Covariate measurement and control



Tools and Examples
DAGs and signed DAGs

Example: Red meat consumption and CRC 

In a study in which family history of CRC was not adjusted for, a positive association was observed between red 
meat consumption and CRC (RR=1.36).

Based on the signed DAG, if family history of CRC had been adjusted for the estimate of effect would be 
expected to be even larger than what was observed.



Tools and Examples
Negative controls and proxies

Red meat Colorectal cancer

Tobacco 
smoking

Emphysema

Example: In an investigation of the effect of red meat consumption on CRC, where tobacco smoking is not measured but 
is a potential confounder, an investigator might posit emphysema as a negative control outcome. 
If that assumption was correct, the absence of association between red meat consumption and emphysema would be 
evidence that tobacco is not a confounder of the red meat consumption–CRC association.



Tools and Examples
Quantitative bias analyses

E-value=RRobs + Sqrt(RRobs[RRobs -1])RRU-D ≥ RRobs and   RRU-E ≥ RRobs

Example:  A positive association was observed between red meat consumption and 
CRC (RR=1.36); however, family history of CRC was not adjusted for. 
An E-value=2.06 means that for the association (RR=1.36) to be entirely due to 
confounding by family history of cancer RRU-D and RRU-E must equal or exceed 2.06.

A more flexible range of scenarios can be 
easily explored with worksheets.  

Suppose prior literature suggests RR(Fam 
Hx-CRC)=1.85, and p(Fam Hx|RM-)=0.05.  
For the association (RR=1.36) to be entirely 
due to confounding by family history of 
cancer, p(Fam Hx|RM+) > 0.5.



Conclusions

Consider design, restriction, and adjustments 

Identify likely important unmeasured confounders 

Leverage background information on causal structures to 
assess direction and magnitude of residual confounding



Information bias: misclassification and 
mismeasurement of exposure and 
disease

• Leslie Stayner, Neil Pearce, Ellen Aagaard Nøhr, 
Laura Beane Freeman, Veronika Deffner, Pietro 
Ferrari, Laurence S. Freedman, Manolis 
Kogevinas, Hans Kromhout, Sarah Lewis, 
Richard MacLehose, Marie-Elise Parent, Lorenzo 
Richiardi, Pamela Shaw, and Roland Wedekind



“The Only Thing I Know 
For Sure Is That I Know 
Nothing At All, For 
Sure” - Socrates



Non-Differential Error in Exposure

• It is often assumed  that if the errors are non-
differential with respect to the disease, then the bias 
is towards the null.

• This may be true on average but not always
• The direction of the bias is determined by the type of 

exposure metric (i.e. continuous or categorical), and 
error model



Non-differential errors and categorical exposures

•Non-differential errors in exposure in analyses 
using binary exposure measures (i.e., yes/no) are 
on average biased towards the null

•Non-differential errors in exposure in analyses 
using several categories of exposure may result 
in overestimation of risk in the  intermediate 
categories, and underestimation of risk in the 
highest category  



The direction of bias for analyses using continuous 
exposure depends on the error model
• Classical Model:  X* = X + U

• Where X* is the measured value, X is the true value and 
U is the random error which is on average 0 and 
independent of the true value X

• Linear Model: X* = ao + aX X+ U
• Where   ao and + aX are the intercept and slope, and U is 

not on average 0 (i.e., biased)
• Berkson Model: X* = X + U

• Where U is independent of the measured value   and on 
average 0



Non-differential errors and continuous exposure

• Classical errors are expected to cause 
underestimation of the dose-response relationship

• Berksonian errors are not generally expected to bias 
the dose-response relationship but do increase the 
variance

• Note - any study may obtain a result that is biased 
bias away from the null due to random variability.



Quantifying Bias Due to Misclassification Errors
Bias analyses for binary exposures can be performed if one knows 
or guesses the sensitivity and specificity of the measures, which can 
be used to predict what data would be observed if the data were 
correctly classified.



Non-Differential Errors: Simple bias analysis for study by Fritschi
et al 2013 of breast cancer and “graveyard” shiftwork assuming 
Se=0.90 and Sp=0.80 for both cases and controls

Fox MP, MacLehose R, Lash TL. Applying Quantitative Bias Analysis to Epidemiologic Data. Springer. 2021.



Tools for Assessing Differential 
Misclassification of Exposure

• Negative controls – Examine association of exposure with another 
outcome that is known to not be associated with the exposure

• Positive controls – Examine other outcomes that are known to be 
associated with the exposure

• Evaluation of exposure from other sources – Are they strongly 
correlated

• Comparison with external data
• Stratify by index versus proxy interviews
• Triangulation using comparisons across studies.



Differential Errors: Simple bias analysis for study by Mohebbi
et al 2021 of head and neck cancer and “graveyard” shiftwork 
assuming Se=0.79 among cases and 0.68 among controls, 
Sp=0.83 among cases and 0.93 among controls 



Simple methods for bias assessment of bias 
may be extended to 

•Multi-dimensional analyses
•Multiple categories analysis
•Probabilistic analysis – includes uncertainty 
related to Se and Sp measure



Distribution of error adjusted ORs resulting from probabilistic 
bias analyses of data from Mohebbi et al. 2021 on 
misclassified opium use and head and neck cancer. 



Several other advanced methods are reviewed 
which with exception of Bayesian  require access 
to individual data or validation data

•Regression calibration
•Simulation extrapolation (SIMEX)
•Bayesian methods
•Multiple imputation



Misclassification of Disease

• Generally, less common source of information bias than 
exposure misclassification

• Errors that are non-differential with respect to exposure will 
on average result in bias towards the null in most cases

• Methods described for adjusting for exposure 
misclassification  may also be applied to bias analyses for  
disease outcomes



To err is human, to 
correct one’s errors is divine



Extra Slides



Common Sources of Mismeasurement 
and Misclassification Errors

• Questionnaire Data – inaccurate recall, next of kin
• Interviewer and Recall Bias
• Use of a Job Exposure Matrix – not all workers in a 

group have the  same exposure
• Lack or Inadequate Historical Data - Cancer studies 

need data from 10 or more years earlier.
• Categorization of continuous exposure
• Instrumentation Error



Differential Errors in Exposure
• Differential errors may bias the study in either direction
• Differential errors may occur in case-control studies that 

rely on interviews.
• If interviewers know the study subject's disease 

status (i.e. interviewer bias)
• If  cases are more or less likely than controls to recall 

past exposures (i.e., recall bias)
• If next of kin are interviewed if a case died or was ill

• Differential errors in exposure may also occur in cohort 
studies.



Referral Centre for Epidemiology and Oncological Prevention 
in Piedmont

University of Turin

Lorenzo Richiardi

Neil Pearce, Laura Beane Freeman, Manolis Kogevinas, Richard MacLehose,
Ellen Aagaard Nøhr, Marie-Elise Parent, Lorenzo Richiardi

Chapter 5: selection bias



Populations

Target population

Study 
population

Source 
population



Populations

Source 
populationTarget population

“In most studies, the concept of the 
target population is left undefined”

Study 
population



Definition of selection bias

• Target population  Source population
– (lack of) generalizability/transportability

• Source population  Study population
– Selection bias: 
“the estimate in the study population is different from that in the source 
population (and it is non causal), because of selective recruitment or loss to 
follow-up”

Within the context of IARC Monographs, it is of concern if an exposure has a 
non-null causal effect in a defined source population, or even in a specific study 
population  transportability is  less relevant; selection on effect modifiers is 
less relevant



Identifying selection bias in cohort studies

Exposure

latency t0

Incorrect time-zero Left truncation 

Non-response at 
baseline

exposure and future outcome risk

Loss to follow-up

exposure and outcome

Insufficient follow-up due to right truncation



Identifying selection bias in case-control studies

Selection of cases

- Source of case ascertainment
- Type of diagnosis confirmation
- Exclusion of case participants based    
on previous history of cancer
- Disease detection issues
- Inclusion of prevalent cases

Selection of controls

Selection of population controls
Selection of hospital controls 
Berkson bias 

Participation of cases and 
controls

There is a potential for selection bias 
when both the disease and the 
exposure status affect participation in 
the study

Same as cohort studies
All of biases seen for cohort studies
can occur in a corresponding case–
control study based on the same
source population followed up over
the same period



Assessing selection bias

Selection does not always imply selection bias

Selection bias is often the most mathematically simple bias for which estimates 
of effect can be bias-adjusted 

However the information needed for such bias adjustment is rarely available or 
reported in published papers

Most published studies provide little or no discussion of the potential  for 
selection bias



Assessing selection bias: some tools (1)

1. Using substantive knowledge (e.g. DAGs) for considering whether selection bias is 
possible and evaluating any strategies that the authors may have adopted to 
minimize, control for, or assess it

2. Negative control exposure / outcome approach: assessment of the association 
with another exposure /outcome that is believed to not be associated with the 
outcome / exposure of interest but is subject to a similar selection bias 

3. Re-analysis of published data: e.g. dose-response analysis in the exposed

4. Comparisons with external data: e.g. comparison with prevalence exposure data 
in the source population



Assessing selection bias: some tools (2)

5. Use of several control groups , if they are expected to produce selection bias in 
opposite directions

6. Comparison through studies: for example, studies with population controls vs. 
those with hospital controls 

Example 5.27 (based on Shakeri et al, 2012)
Two case-control studies of opium use and oesophageal cancer  conducted in the same 
region of the Islamic Republic of Iran by the same group with a similar design except 
for the use of hospital-based vs. population-based controls
The prevalence of opium use was 0.16 in a cohort enrolled in the same geographical 
areas, 0.17 in the population-based controls and 0.23 in the hospital-based controls



Selection bias adjustment in a case-control study

𝑂𝑂𝑂𝑂𝑎𝑎𝑎𝑎𝑎𝑎 =

𝑎𝑎
𝑠𝑠11

∗ 𝑑𝑑
𝑠𝑠00

𝑏𝑏
𝑠𝑠10

∗ 𝑐𝑐
𝑠𝑠01

- add uncertainty calculated from the biased OR
- conduct multidimensional bias analysis changing 

the bias parameters
- conduct probabilistic bias analysis by sampling 

from parameter distributions



Centro di Riferimento per l’Epidemiologia e la Prevenzione 
Oncologica in Piemonte  

Università di Torino

Neil Pearce, Laura Beane Freeman, Manolis Kogevinas, Richard MacLehose,
Ellen Aagaard Nøhr, Marie-Elise Parent, Lorenzo Richiardi

Chapter 5: selection bias
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Frameworks: Risk of Bias Algorithms 3

Strengths

• Clear sets of rules and procedures
• Replicable 
• (Should be) Objective

Weaknesses

• Direction & magnitude of bias not considered
• Excludes (many) informative studies
• Subject-matter expertise not prioritised



Algorithm Example: Low-dose Radiation Studies 4

11 of 29 studies rated as 
high-quality

Remainder considered 
“uninformative”

Quality scores based on 
factors like “dose error”

No assessment of direction 
or magnitude of bias



Frameworks: Triangulation 5

Strengths

• Retains all informative studies
• Emphasizes corroboration (Hill viewpoint)
• Emphasizes exploration of heterogeneity
• Evaluation of direction & magnitude of bias

Weaknesses

• Not specific
• Lacks standardisation
• Potentially subjective
• Not many examples yet

Studies with ↑ bias

Studies with ↓ bias

Estimated unbiased studies



Triangulation Example: Low-dose 
Radiation Studies

6

26 eligible studies

Only 4 positive studies 
with potential positive bias

Meta-analysis with & with-
out these studies

Contrast results across 
different exposure settings 



Bias Review Process: Recommended Framework 7
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Multiple bias analysis 12

What direction do the biases act in?

Are they likely to act independently?

Target-adjusted multiple bias analysis not recommended

Bias-level sensitivity analysis – use sequential approach

Adjust in the reverse order the biases occur

Eg confounding-selection-measurement error

See worked example by Alex Keil with R-code (Annex 3)



Summary: Incorporating Bias 
Assessment into the Evidence Synthesis

13

Recommendations

• Pre-specified plan for major biases 
• Retain all informative studies
• Use tools (Chs 3-5) to assess direction & 

magnitude of bias
• Gain insights from heterogeneity

Challenges

• Multiple biases within studies
• Not guaranteed a clear answer
• Time-consuming for multiple studies 



Chapter 7 
Study reporting considerations to facilitate quantitative 

bias assessment with access to original data

Lin Fritschi, Terry Boyle, Brigid M. Lynch, Scott 
Weichenthal, Irina Guseva Canu 



A different approach ….
• Our target audience is researchers with access to individual data 

but do not have the ability to change the study design
• We want to provide information for those whose goal is to: 

• Undertake quantitative bias analysis on their study for the 
discussion section of a paper
• Avoid writing “any biases are likely to have moved the result closer to 

the null”
• Or to ensure that their study can be used in future systematic 

reviews which include quantitative bias analysis 
• In this chapter we explain what information researchers need to 

obtain and report in order to reach these goals



When might you read this chapter?

• When you are analysing study data and you do not have the option 
to change the study design
• Using individual-level data from a large (inter)national study or a 

study which is not yours
• e.g the major national cohorts or international pooled data

• Data collection is complete 
• Data cannot be improved 

• e.g medical records 



• We do not cover checklists and tools to assess risk of bias
• While some of these might be useful, they do not give a quantitative 

estimate of the direction or magnitude of the bias

What this chapter is not



How chapter 7 is structured ?

• 7.1 Introduction 
• 7.2 Reporting considerations to aid graphical approaches to identify biases 

(refers to Chapter 2)

• 7.3 Confounding (refers to Chapter 3)

• 7.4 Information bias due to exposure and outcome misclassification  (refers to 
Chapter 4)

• 7.5 Selection bias  (refers to Chapter 5)

• 7.6 Conclusions



7.2 Reporting considerations to aid graphical approaches 
to identify biases 

• Focuses on 8 reporting  principles when constructing and presenting DAGs to facilitate bias 
assessment

• These principles can be applied at the study analysis stage to explicitly describe 
assumptions

• Also can be applied in evaluating potential sources of bias that were not addressed in the 
initial analysis

• Hypothetical scenarios of 
reporting with 2 examples 



Each of the sections 7.3-7.5 cover
• What the issue is and where in the volume you can find more information on 

methods to address this issue
• A brief description of each method in relation to the focus of this chapter
• Examples of how to do the method, and any relevant statistical packages
• A table listing the data which should be reported to facilitate use of the 

methods 



Another example



Conclusions
• We hope that this chapter will 

• assist researchers in undertaking quantitative bias assessments in their 
own studies

• use existing large cohort studies to apply newer conceptual and statistical 
methods to address causal questions

• include quantitative bias assessment as an integral component of every 
epidemiological study

• facilitate stronger systematic reviews and hazard identifications                 
by ensuring that every study published contains the information required 
for a quantitative bias analysis



Thank you 

Terry Boyle, Lin Fritschi, Irina Guseva Canu, Brigid M. Lynch, Scott Weichenthal 
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